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Classification and Identification of Elements
iIn Comparative Questions

Meriem Beloucif, Seid Muhie Yimam, Steffen Stahlhacke, and Chris Biemann

What is Comparative Question Answering (cQA)? Classification Task

python (64.60%) perl (35.40%) .« o . . . . . .
" The text classification task aims at identifying if a
Generated Aspects for python Generated Aspects for perl ° . ° o
e - e given question Is comparative or not.
Difficulty | Correct Sentences (blue for comparatives)
Eztrron integrates simpler than Lisp and is better readable than L’; :;c:s(::"t: :e(;/éi]ne;TLit;ir ;::: OCr:J:f:uzirLisfszeaII:(iat:tlzro;;e::;l?r E a Sy 9 2% Wh at | S t h e d Iff e r e n C e b etW e e n a C a p p u C Cl n O a n d a I att e ?
| can tell you the different things done in Python is far easier and from 2000. . . . . .
better than Perl, but thats not the point. This doesn't say Perl is faster than Python. M |dd |e 62% What Can | do W|th a baChE|OrS degree |n h |Sto ry?
| never expected anyone to think python is faster then perl. Perl is faster than Python for many tasks.
Python is still faster, but version 1.9.1 goes very well catching up | wud want to say this: 1) Perl is faster than python 2) Perl is uglier Ea Sy 7 1% S h ou Id | b uy or rent | N Ca I |f0 N | d ?
good results, goes better than perl, its script was been very than python 3) Python is a crap of ideas thrown in irregular
optimized to get that result, 2.7s against 4s of the normal version. fashion. . ] ] . )
Python's faster than Perl in many tasks as well. Python is noticeably slower than Ruby and Perl, and, comparing Ea Sy 9 1% Wh at IS t h e d Iffe re n Ce bEtwee n b u rn I ng a n d rl p pl ng?
Python versions, 2.7.6 is quite a bit faster than 3.4.1 .
That's much faster than Perl (15 seconds on my machine)! .
Hard 43% what are the differences between the those beams?
= Comparative questions are generally treated the same as Easy 71% can you please eli5 the difference between ham?
: : : Midd] 79 wh lculations can onl n ?
any open domain question, although they have a different ddle | 67% at calculations can only be done by
Hard 33% why does everyone say hitting a pitch from a mlb?
taxonomy.

" Binary comparative questions are composed of two objects,

comparison aspect, and attribute.

Comparative Questions Taxonomy Labeling Task

" We collected raw data from Yahoo! Answers, Reddit, and How to label Comparative Objects and Aspects:

Click on words to select a fitting label. Please mark objects that are compared to each other (entities, situations, people, real
objects, companies, other comparable things, ...) and if available the aspect of the comparison. Please read the detailed
Instructions and Examples!

Quora.

Comparative Question

Why are Samsung V'S brighter than LG's ?

" We studied the linguistic taxonomy for cQA with a better

Labeles:

Are Comparative-OBJ-1 Comparative-OBJ-2

fit for popular web data. ' . Rl
Comparative-OBJ-3
Shared-OBJ Aspe@ -

what r and a dictator ?

Task:

Yes/No Question (Class 1xx) Search Definitions

If you do not know the meaning of any terms in the

texts below, write it here and search (opens in new
= : Examples and task definitions
No Question (Class 3xx) 4 Non-comparative (Class 4xx) = L
L 2 ' v d o ' Search Definition Search

. y N . |
Open Question (Class 2xx) — Completing the class by phrase -
: window):

How to use the Labeling Tool?

Candidate Sentence 1. Preprocessing 2. Short/Long Filter 3. Question Filter 4. Rule Filter 5. Phrase Filter

4 Teo Short (Class 5) Completing the class by rule

| Too Long (Class 6) | Resu Its

Candidate Sentence

(2) Open Question

F1 Score F1 Score |F1 Score
Macro Comp. Non-comp

:;(1) Adj;ctives '.(2) Advérbs | '(3) Unimown ; vi(4) Ph?ases F LAI R LSTM With 0.87 0.83 0.92

ALBERT large embedding
 CETTE——— Human ceiling performance 0.89 0.89 0.90

m [21 CONTAINS: as +? + as

m [0] CONTAINS: (adjective)(suffix) + (verb) + than m [0] CONTAINS: (adverb)suffix) + (verb) + than

:
g
g

w [1]1 CONTAINS: more/less + (adjective) + than & [1] CONTAINS: more/less + (adverb) + than

m [2] CONTAINS: as + (adjective) + as & [2] CONTAINS: as + (adverb) + as

b [3]1 CONTAINS: so + (adjective) + as B [3]1 CONTAINS: so + (adverb) + as n [3]1 CONTAINS: so +? + as

Table 1. The performance of the best neural model for the

classification task with the ALBERT embeddings is almost as

Contact Information and Code |
good as human performance, but it beats the human when

email: meriem.beloucif@lingfil.uu.se
https://github.com/uhh-It/Dataset-CompQA cIaSS|fy|ng not-comparative sentences.
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