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Misinformation: Might be a lack of intent (e.g., if spread due 
to genuine concern), but still harmful and can cause 
widespread effects.
Disinformation: Requires intent (e.g., is caused as a result 
of someone’s agenda), and almost always has harmful side 
effects.

• Widespread misinformation during the 
COVID-19 pandemic

• Minimal data from print or social media 
regarding previous health events

• Collected three million articles from 
eight sources

• Sources were a mix of print media, 
social media, online media and 
communications from health 
institutions

• Articles ranged in publication date 
from 1900 to 2021

• Articles included an average of 330 
words and 6800 characters

Interannotator agreement: κ = 0.81
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Feature Description
Trust Score Number of Words in NRCLexicon under trust

Readability Index 𝑅𝐼 = 4.71 !
" + 0.5"# - 21.43

Ease of Reading ER = 206.835-1.015"# -84.6 $
"

Difficult Words N(w) ∀ w ⍷ TextStat Easy words or w has ≥ 2 
syllables

+NRC Scores Number of Positive Words in NRC Word Emolex

-NRCScores Number of Negative Words in NRC Emolex

C = string length, W = # words, S = # sentences in corpus, l = # syllables

Binary 1v3 
classification 95%-5% split

Logistic 
Regression: 
0.7 F1, 75% 
Accuracy

What is misinformation?

Data Annotation

Check out our paper for more details!

Case Studies

Proof of Concept

Motivations

Observed differences 
between information and 
misinformation

Data Sources

Descriptive Statistics

Conclusions and Future Directions

• First misinformation dataset spanning all major health events
• In depth analysis shows recurring themes and features across misinformation 

and factual information
• Personal pronouns are more prevalent in misinformation
• Analytical complexity is lower in misinformation
• Lexicon-based trust features correlate strongly with misinformation class
• Politically polarized n-grams occur more frequently with misinformation

• Proof-of-concept modeling experiment establishes strong performance at 
distinguishing between factual articles and misinformation in this dataset
• F1 = 0.7
• Accuracy = 75%

• Can be used to train systems for future fine-grained misinformation detection


