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Objective

Present DDisCo, a dataset including text from the Danish Wikipedia and
Reddit annotated for discourse coherence. DDisCois an annotated dataset
consisting of real-world texts, contrary to artificially incoherent text for train-
ing and testing models.

Presentation of performance and evaluation of several methods, including
neural networks, on the dataset.

Data - Collection and Annotation

The data collected for this project includes: blog posts from the Reddit
forum and encyclopedic texts from the Danish Wikipedia. This data was
chosen with some ideals in mind: the texts should be written by a variety of
people; the texts should not be edited by professionals; the texts should be
of a certain length; the dataset should ideally show texts of low, medium
and high coherence; the data could be made publicly available under a
licence that allows commercial use.

The texts were annotated for coherence on a 3-points Likert scale: low co-
herence, medium coherence, high coherence. Following guidelines from
1, 4, 9|, texts are considered lowly coherent when they are difficult to un-
derstand, unorganized, contained unnecessary details and can not be sum-
marized briefly and easily, and vice versa for highly coherent.

Domain Train Test Total

Reddit 01 100 501 7
cadl :

%
Wikipedia 400 100 500 i
]_:

All s01 200 1001 ’ | |

0 100 200 300 400 200 600
B Wikipedia test Wikipedia train
[ Reddittest 1 Reddit train

Table 1. Number of texts in the DDisCo dataset.
Figure 1. Distribution of coherence ratings in the dataset.

Feature-, and Text-based Classification

Feature-based Classification

The feature-based strategy consists in pre-calculating relevant numerical fea-
tures and using these as input. We choose to compare the following four algo-
rithms: Multinomial Naive Bayes (NB), Support Vector Machine (SVM),
Random Forest (RF) and Logistic Regression (LR). The numerical features
are the following:

o LIX [2|, a readability index adapted to Danish.

o A weighted score derived from the entity graph [7]|, which is a
measure of local coherence in a text.

e The number of conjunctions for each text. Conjunctions are markers
of cohesion which are predominant indicators of coherence [8].

Text-based Classification

In the text-based strategy, the text is directly transformed into an embedding
using different preprocessing methods and then fed to a machine or deep
learning algorithm for training. We consider NB, SVM, RF, LR for the
following embeddings:

o THF-IDF vectorizer with unigrams, bigrams and trigrams.
o (Facebook) Danish word embeddings [3].

We fine-tune several transformer-based pre-trained models for discourse co-
herence classification:

e daBERT (i.e. Nordic BERT): a BERT-based |6] model pre-trained on
danish texts:

e mBERT: a multilingual BERT-based pretrained model;
e XLM-R: a multilingual XLM-Roberta-based [5] pre-trained model.

Experiments

The baseline ( Majority) strategy represents a model that would always pre-
dict the most common rating. Each other score is an average on 5 runs. For
each experiment, we split the training dataset randomly (80% train, 20%
develop). For the feature-based strategy, we report only the results of the
best classifier. For the text-based strategy with machine learning algorithms,
we report the result of each classifier but only the one with the best text
pre-processing strategy (lemmas or word embeddings).

Results

Table 2 shows the performance of the different models. Globally, the deep
learning models achieve the best scores. Among the feature-based models,
the conjunction feature is the most relevant for predicting discourse coher-
ence ratings.

Input Model Acc. Prec. Rec. F;

Baseline

- Majority 0.57 0.32 0.57 0.41

Feature-based

LIX RF 049 0.50 0.49 0.49

EGraph RF 0.50 0.50 0.50 0.50

Conj. RF 0.59 0.55 0.59 0.53

All feats NB 0.60 0.55 0.60 0.56
Text-based ML

Lemmas LR 0.58 0.33 0.58 042

Lemmas SVM 0.63 0.99 0.63 0.58
Lemmas NB 0.64 0.61 0.64 0.55
WV RF 0.60 0.56 0.60 0.57

Text-based DL (transformers)

Text daBERT 0.65 0.61 0.65 0.62
Text mBERT 0.67 0.64 0.67 0.63

Text XLM-R 0.66 0.63 0.66 0.63

Table 2. Discourse coherence results, i.e. accuracy (Acc.), recall (Rec.),
precision (Pre.) and weighted Fy score. Inputs: Word vectors (WV). Scores
in italic are the highest within the same strategy. Scores in bold are the
highest globally.
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