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In this paper we present an error analysis reached by the use of pretrained CamemBertfor NLU

models for SLU on the French MEDIA benchmark dataset.
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* Telephone dialogue recordings with manual transcriptions and semantic annotations.
* User/woz dialogues about hotel reservations —
* The most challenging SLU benchmark available [Béchet and Raymond (2019)]
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