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• Source data of claim-premise : IBM-rank30k
• # of topics and arguments: 6 topics w/ 952 claim-premise
• # of annotated implicit reasonings : 2636
• % of claim-premise with at least 1 implicit reasoning (i.e., IRs ≥ 

1) : 95% 
• Average # of  implicit reasonings annotated per claim-premise : 

2.9

Overview

• Baseline Model: Out-of-domain setting 
• train and test instances w/o topic overlap

• Our Model: In-domain setting 
• train and test instances belong to same topic

• Generation model : BART 
• Input (encoder) : <claim, premise> 
• Output : <implicit reasoning>
• Metrics : B1-BLEU1, B2-BLEU2 and BS-BertScore

Results Generation Examples

Annotating Semi-structured Implicit Reasoning

Corpus and Experiment details

Crowdsourcing via Amazon Mechanical Turk (5 annotators/claim-premise) 

IRAC Statistics

Quality Analysis

Two experts analyze 50 random implicit reasonings
• Judge correct/incorrect based on three criteria:

1. Keyword correctness
2. Implicit causal knowledge correctness
3. Logical correctness

• 34 and 38 implicit reasonings labelled correct respectively
• Krippendorff’s 𝛂 : 0.64

Experiment

Implicit Reasoning in arguments

Implicit reasoning explain intermediate link between claim and premise; crucial for 
comprehending arguments. 
• E.g., one may understand why/how? premise support claim by framing implicit 

reasoning via background knowledge

Motivation

• Current systems have limited capability in modelling reasoning over knowledge; 
limitations in explicating implicit reasonings.

• Innate domain-specific knowledge important factor for humans to make reasoning
• Previous works focused only on domain-general resources. 

Proposal
• Create large implicit reasoning corpus with wide coverage of 

domain-specific knowledge. 
• Design novel semi-structured annotation method that 

utilizes background knowledge to frame implicit reasoning.

Framing implicit reasoning in 
semi-structured fomat


