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Motivation

•offensive language in social media is a common phenomenon 

• automated detection of offensive language is in high demand 

• it is a serious challenge in multilingual domains 

•Hebrew is a low-resource language

Research questions

• RQ1: Can offensive language detection in Hebrew benefit from Arabic 
training data? Or English data?
• We explore both replacement and enrichment Hebrew training 

data with Arabic training data.

• RQ2: Is the observed (if any) effect symmetric?
• Do both languages affect each other similarly?

• RQ3: Does the effect of Semitic languages one to another different 
from the affect of the other languages?

For questions, please contact
Dr. Chaya Liebeskind liebchaya@gmail.com
Dr. Natalia Vanetik natalyav@sce.ac.il 
Dr. Marina Litvak marinal@ac.sce.ac.il

Our contributions

• A new annotated dataset of Facebook comments written in Hebrew

• Monolingual evaluation of multiple supervised models and text 
representations for a task of offensive language detection

• Cross-lingual and multilingual evaluations of the explored methods 
with Semitic languages as target languages

Models

Arabic
OLaA (Litvak et al., 2021)

Hebrew
OLaH+Liebeskind

(Liebeskind et al., 2017)

English
OLID (Zampieri et al., 

2019)

9,000 tweets
Kappa agreement 0.75
pos: 28%
neg: 72%

new

The data

14,100 tweets
13,240 used after 
filtering
Kappa agreement 0.6
pos: 33.1%
neg: 66.9%

5,217 Facebook comments, 
additional manual labeling
Kappa agreement 0.8
pos: 40%
neg: 60%

Hebrew dataset

• 5,217 comments

• taken from particular groups in Facebook:

• ynet, the shadow, 0404 , ביתר , תנועת רגבים
ל"חמ, ביביסטים, ירושלים

• a list of Hebrew keywords was used to 

find offensive comments

Arabic dataset

• 9,000 comments,  written in Arabic 

• a list of Arabic keywords was used to 

find offensive comments

Character n-grams
1≤n≤3

BOW vectors
with tf-idf weights

Sentence vectors
ml-BERT

length:
He   10,185
Ar 7,136
En 7,311

length:
He   7,945
Ar 38,991
En 19,732

length:
768

Text representation

The pipeline

1-3. RandomForest (RF),

4-6. Support Vector Machine (SVM) 

7-9. Logistic Regression (LR) 

10. fine-tuned mBERT

char n-grams

BOW (tf*idf vectors) 

applied on

mBERT vectors

• Monolingual learning: each model is trained and tested on the 
same language.

• Cross-lingual learning aims at checking whether missing training 
data in a target language can be compensated by training a model 
on a foreign language.

• Multilingual learning is performed for testing whether one joint 
multilingual model can be trained using annotated samples in 
multiple languages.

Evaluation

Scenarios

Dataset A in language 1

train A: 80% of A

test A: 20% of A

Dataset A in language 1 train A: 80% of A

test B: 20% of BDataset B in language 2

Dataset A in language 1 train: 80% of A + 80% of B

test: 20% of BDataset B in language 2

Dataset C in language 3

Train/test data split

Cross-lingual results

Multi-lingual results

• The mBERT model is superior for most of cases, 
especially in cross-lingual and multilingual experiments.

• Weak evidence approving a possible advantage of 
mBERT vectors as a representation model in monolingual setup

• All the results achieved in the cross-lingual settings for
Semitic languages are significantly lower than their 
monolingual results

• except Recall in Hebrew
• Multilingual data augmentation performs well in most cases

• extending the Hebrew training set with the data in 
Arabic results in the same accuracy score 

Results

Monolingual results

Discussion

Language Sample size Wrong 
annotation

Word-based 
classification

Unknown

Arabic 30 6 (20%) 1 (3.33%) 23 (76.67%)

Hebrew 30 7 (23.33%) 7 (23.33%) `6 (53.34%)

Error analysis

The dataset can be downloaded from: https://github.com/ rezeq1/HebrewDataset
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