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Figure 5: Evaluation results for the alternative word
embedding models. The x axis indicates the size of the
window of predictions; the number of top n IU pairs
retrieved from the “Prediction Ranking”.

gold standards by breaking sentences into multiple seg-
ments, they have to link IU pairs across documents
when they are working with alignment. Annotators
have to find combinations of segments across texts and
annotate the indexes of matching IUs in a list of tuples.
Since IUs can be aligned on a many-to-many basis, the
manual annotation procedure is challenging and time-
consuming.
To reduce the chance of mistakes and facilitate the col-
lection of alignment data, we developed an online tool
called SAT – Segmentation and Alignment Tool. The
source code is available online6 and can be easily de-
ployed on a private server to conduct alignment anno-
tation. The website shows summaries and their source
text side by side, both automatically segmented in IUs
via IUExtract. The IUs are shown as bubbles; annota-
tors can manually link IUs by clicking on the bubbles
through the GUI. A screenshot of the alignment GUI
is shown in Appendix B. SAT is an extension of Seg-
ment Matcher, our previous tool described in (Gecchele
et al., 2019), as SAT can automatically segment raw
texts into IUs and does not require annotators to con-
duct manual segmentation in advance. Annotators can
modify the IU boundaries manually to correct segmen-
tation errors through the GUI. The error corrections are
recorded in a log file for further refinement of the seg-
mentation algorithm. The log file and the annotation

6https://tt-cl.github.io/iu-resources/

are periodically sent to the back-end and stored on the
database. This allows researchers to automatically col-
lect new alignment data by hiring external annotators
and directing them to the website.

9. Conclusion and Future Work

In this paper, we developed tools that can be used by
applied linguistics researchers to assess students’ com-
prehension skill through the analysis of summary com-
position. In this field, researchers analyse whether a
summary preserves the gist of the corresponding source
text by matching semantic chunks of information (i.e.
Idea Units) across a summary and its source text.
We revised the existing guidelines for Idea Unit anno-
tation to improve the inter-annotator agreement. The
revision improved the IAA from 0.547 to 0.785 of Co-
hen’s .
We constructed a novel dataset comprised of 40 sum-
maries composed by second language learners at a uni-
versity. Each summary was annotated according to the
revised guidelines. This dataset is released to the public
as a novel language resource.
Next, we developed an automatic segmentation algo-
rithm, IUExtract, following the revised IU rule-set.
This algorithm was constructed by implementing each
rule in the guidelines as a boolean function that relies
on a dependency parser to compute its judgements. Our
results show that the segmentation algorithm retains
its performance across datasets collected months apart.
The F1 score of 0.833 recorded on the JUSSW 2020
is slightly higher than the 0.815 recorded across the
JUSSW 2021 dataset.
We tested newer embedding models on an existing IU
alignment algorithm. Our results showed only a slight
increase in precision for the top 1 alignment pairs, rais-
ing to a 0.375 with SBERT (Reimers and Gurevych,
2019). We deemed this figure insufficient for an effec-
tive alignment. For this reason, we developed SAT, an
online Segmentation and Alignment Tool that can be
used to collect new alignment gold standards easily.
In the future, we plan to use the annotation tool to
gather extensive alignment gold standard data and de-
velop machine learning solutions for automatic align-
ment. We also plan on comparing the Idea Unit against
the Elementary Discourse Unit both empirically and
theoretically. First, we will compare the two annotation
guidelines rule by rule. Next, we will manually anno-
tate part of the RST-DT dataset (Carlson et al., 2002)
into IUs and the JUSSW 2021 dataset into EDUs, al-
lowing for a direct comparison of the two guidelines.
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Figure 4: An example of the segmentation algorithm, showing how discontinuous IUs can be discovered by extract-
ing appositions (rule 3.2). First, the passive subject and apposition dependency arcs are tagged for segmentation
as they respectively fall under rule 1 and rule 3.2. In the picture, the colours red and blue are assigned to the
two IUs to help distinguish them. The head node of each IU is signalled by a coloured dependency label. The
noun “dog” is closer to the leaves when compared with the verb “trained“ and as such it is tagged first along with
its dependants. The remaining words are coloured in red, as they all depend on the verb “trained”. Lastly, the
punctuation (commas) is attached to the previous token as per rule 10.2.

against the list of segmentation rules. If a Boolean
function returns true, the corresponding rule number
is stored inside the token. This step is called tagging.
Each tagged node is put into a processing queue.
After tagging, the algorithm proceeds to indexing. The
processing queue is reversed to explore the tree again,
this time in a bottom-up fashion. Each node from the
queue and all of its children are assigned a unique IU
index. If a visited node already has an IU index it is
left unchanged, as the node was already visited when
exploring the children of a previous node in the queue.
Once indexing is complete, all the words with the same
index can be joined to form an IU. An example of how
the algorithm works is shown in Figure 4.

6.2. Evaluation

IUExtract was evaluated in terms of Precision, Recall
and F1 score on the JUSSW 2020 test-set. Numbers
for simple agreement, perfect segment match and IU
length are also included in the analysis. Later, the al-
gorithm was also tested on the JUSSW 2021 dataset.
The formulas for Precision, Recall F1 score are the fol-
lowing:

Precision =
|AutoBoundaries \GoldBoundaries|

|AutoBoundaries| ,

Recall =
|AutoBoundaries \GoldBoundaries|

|GoldBoundaries| ,

F1 = 2 ⇤ Precision ⇥ Recall
Precision + Recall

,

where AutoBoundaries is the set of Idea Unit bound-
aries automatically extracted by the algorithm and
GoldBoundaries is the set of manually annotated seg-
ment boundaries.
The boundaries are counted via a binary representation
of each document. Precision, Recall and F1 only mea-
sure agreement over segment boundaries. For this rea-
son, we count Perfect Disc. IUs; i.e. discontinuous IU
pairs that match exactly on a word level basis regard-
less of the segment boundaries.

JUSSW
2020 Test-set 2021

IUExtract Gold IUExtract Gold

#IUs 1264 1174 542 512
#Disc. IUs 74 67 33 26
P IUs 723 – 305 –
P Disc. IUs 22 – 8 –
P IU ratio 0.572 – 0.563 –
P Disc. IU ratio 0.297 – 0.242 –
AVG IU length 6.649 7.158 6.967 7.375
IU length VAR 10.59 10.27 12.06 10.73
Precision 0.800 – 0.789 –
Recall 0.868 – 0.844 –
F1 Score 0.833 – 0.815 –

Table 3: Evaluation results for the segmentation algo-
rithm. The italicised P stands for Perfect. The ratios
in the rows “P IU ratio” and “P Disc. IU ratio” are
calculated by dividing the number of perfect Idea Units
by the number of automatically extracted IUs. Average
IU length, variance, Precision, Recall and F1 score are
all micro-averaged.

The evaluation results are reported in Table 3. The
figures show promising results, both in terms of preci-
sion and recall, reaching a 0.800 in precision and 0.868
in recall over the test-set. Although they are slightly
lower, similar figures are measured on JUSSW 2021,
the dataset produced months after the development
of the algorithm. In the gold standard, the average
IU length increases from the 7.158 measured over
JUSSW 2020 to 7.375 over JUSSW 2021. A compa-
rable increment is observed when looking at IUExtract
figures; measuring 6.649 over JUSSW 2020 and 6.967
over JUSSW 2021. Finally, the segmentation algorithm
produces more Idea Units than the gold standard, lead-
ing to units of shorter average length. However, the

1. A subject and verb count as one idea unit together with (when present) a
(a) direct object,
(b) short prepositional phrase,
(c) adverbial element,
(d) mark of subordination,
(e) a combination of the above.

2. Subordinate clauses, full relative clauses and reduced relative clauses count as separate idea units.
3. Phrases that are set off from the sentence with commas are counted as separate idea units. We define a phrase to be “set

off” from its sentence when they interrupt or shift the focus of the discourse.
3.1. Parenthetical expressions – phrases set off with parentheses, hyphens or other punctuation marks - should also be

counted as separate idea units.
3.2. Appositives by definition are set off from the discourse and should be split into separate Idea Units.
3.3. Adverbial conjunctions that do not add meaningful information (e.g.: “However,”) are not to be split into separate

Idea Units.
3.4. Citations are counted as separated idea units only when they are set off from the sentence in their entirety.
3.5. Temporal adverbial modifiers and prepositional phrases that relay temporal information are split into separate Idea

Units when they are located at the beginning of a sentence, even if they are not followed by a punctuation mark (e.g.:
“In 2015,”).

4. Verbs whose structure requires or allows a multiple auxiliaries are counted with all their verbal elements as one idea unit.
5. Infinitive clauses that modify a noun or adverb count as one idea unit.
6. Other types of elements that count as idea units are

6.1. Absolutes and
6.2. Verbals that define purpose or scope – infinitives that can be prefixed by “in order to”

7. Idea Units can be discontinuous – an idea unit can be composed of segments of texts that are not directly adjacent to each
other.

8. Semantically independent prepositional phrases that are long in length are counted as one Idea Unit. The limit between
long and short prepositional phrases is left to the judgement of the researcher adopting the rule-set.

9. Each rule is equally important. Idea Units should always be segmented to be the smallest size as possible, regardless of
rule order.

10. Word level details:
10.1. Subordinating conjunctions and relative pronouns are always attached to the subordinate clause.
10.2. Punctuation is always attached to the word to the left, with the exception of open parentheses which are attached to

the right.

Figure 1: Revised Idea Unit annotation guidelines.

THE IDEA UNIT

Figure 1: An example of Idea Unit segmentation and alignment.

Figure 2: The revision of Idea Unit annotation guidelines.

CORPUS: L2WS 2021 AUTOMATIC SEGMENTATION ALGORITHM: IUEXTRACT
We release an Idea Unit gold standard corpus L2WS 2021
(L2 Written Summary). The corpus is comprised of 40
summaries written by 40 university students as part of a
course assignment. All the summaries refer to a source text
that describes a new device that can purify water without
electricity. This source text is included in the corpus.
The students were asked to read the source text (391
words) and summarise its main ideas and key details in
approximately 80 words. All the students speak Japanese as
a first language.
The data is manually annotated according to the IU
annotation guidelines released with this paper.
An additional dataset comprised of 80 summaries, L2WS
2020, was also collected. However, this dataset cannot be
shared with the public due to a lack of consent for sharing
from the part of the students. L2WS 2020 was used
exclusively for developing and testing the automatic
segmentation algorithm IUExtract.

Table 1: Statistics for the L2WS 2021 dataset.

IUExtract is an automatic rule-based segmentation algorithm released
as a python package. We developed the algorithm by translating the
annotation guidelines into a rule-based segmentation algorithm.
We tested this algorithm against the L2WS 2020 test set and L2WS
2021 corpus. The algorithm was evaluated in terms of Precision, Recall,
F1 score and Perfect IU ratio. The formulas for Precision, Recall and F1
score are the following:

where AutoBoundaries is the set of Idea Unit boundaries automatically
extracted by the algorithm and GoldBoundaries is the set of manually
annotated segment boundaries.

Table 2: Evaluation results for the 
segmentation algorithm. Average IU 
length, variance, Precision, Recall and F1
score are all micro-averaged. 
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Now, a product developed by a
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In Applied Linguistics, the Idea Unit (IU)
is a “chunk of information which is viewed
by the speaker/writer cohesively as it is
given surface form” (Kroll, 1977). The IU
can be used to assess students’ listening
comprehension and written recall via
segmentation and alignment (Figure 1).
We expand upon our previous work
(Gecchele et al., 2019) and release an
updated Idea Unit Annotation Guideline
(Figure 2).
Our tests show that the new annotation
guidelines improve the inter-annotator
agreement from 0.547 to 0.785 of
Cohen’s k (Cohen, 1960).

L2WS 2021

#Docs #Avg Tokens # Avg IUs

Source text 1 391 49
Summaries 40 94.4 12.8

Table 1: Statistics for the L2WS 2021 dataset. The
“Avg Words” column gives the average number of
words per document, while “Avg IUs” gives the aver-
age number of IUs per document.
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Figure 4: An example of the segmentation algorithm, showing how discontinuous IUs can be discovered by extract-
ing appositions (rule 3.2). First, the passive subject and apposition dependency arcs are tagged for segmentation
as they respectively fall under rule 1 and rule 3.2. In the picture, the colours red and blue are assigned to the
two IUs to help distinguish them. The head node of each IU is signalled by a coloured dependency label. The
noun “dog” is closer to the leaves when compared with the verb “trained“ and as such it is tagged first along with
its dependants. The remaining words are coloured in red, as they all depend on the verb “trained”. Lastly, the
punctuation (commas) is attached to the previous token as per rule 10.2.

against the list of segmentation rules. If a Boolean
function returns true, the corresponding rule number
is stored inside the token. This step is called tagging.
Each tagged node is put into a processing queue.
After tagging, the algorithm proceeds to indexing. The
processing queue is reversed to explore the tree again,
this time in a bottom-up fashion. Each node from the
queue and all of its children are assigned a unique IU
index. If a visited node already has an IU index it is
left unchanged, as the node was already visited when
exploring the children of a previous node in the queue.
Once indexing is complete, all the words with the same
index can be joined to form an IU. An example of how
the algorithm works is shown in Figure 4.

6.2. Evaluation

IUExtract was evaluated in terms of Precision, Recall
and F1 score on the L2WS 2020 test-set. Numbers
for simple agreement, perfect segment match and IU
length are also included in the analysis. Later, the al-
gorithm was also tested on the L2WS 2021 corpus. The
formulas for Precision, Recall F1 score are the follow-
ing:

Precision =
|AutoBoundaries \GoldBoundaries|

|AutoBoundaries| ,

Recall =
|AutoBoundaries \GoldBoundaries|

|GoldBoundaries| ,

F1 = 2 ⇤ Precision ⇥ Recall
Precision + Recall

,

where AutoBoundaries is the set of Idea Unit bound-
aries automatically extracted by the algorithm and
GoldBoundaries is the set of manually annotated seg-
ment boundaries.
The boundaries are counted via a binary representation
of each document. Precision, Recall and F1 only mea-
sure agreement over segment boundaries. For this rea-
son, we count Perfect Disc. IUs; i.e. discontinuous IU
pairs that match exactly on a word level basis regard-
less of the segment boundaries.

L2WS
2020 Test-set 2021

IUExtract Gold IUExtract Gold

#IUs 1264 1174 542 512
#Disc. IUs 74 67 33 26
P IUs 723 – 305 –
P Disc. IUs 22 – 8 –
P IU ratio 0.572 – 0.563 –
P Disc. IU ratio 0.297 – 0.242 –
AVG IU length 6.649 7.158 6.967 7.375
IU length VAR 10.59 10.27 12.06 10.73
Precision 0.800 – 0.789 –
Recall 0.868 – 0.844 –
F1 Score 0.833 – 0.815 –

Table 3: Evaluation results for the segmentation algo-
rithm. The italicised P stands for Perfect. The ratios
in the rows “P IU ratio” and “P Disc. IU ratio” are
calculated by dividing the number of perfect Idea Units
by the number of automatically extracted IUs. Average
IU length, variance, Precision, Recall and F1 score are
all micro-averaged.

The evaluation results are reported in Table 3. The
figures show promising results, both in terms of preci-
sion and recall, reaching a 0.800 in precision and 0.868
in recall over the test-set. Although they are slightly
lower, similar figures are measured on L2WS 2021, the
corpus collected months after the development of the
algorithm. In the gold standard, the average IU length
increases from the 7.158 measured over L2WS 2020 to
7.375 over L2WS 2021. A comparable increment is ob-
served when looking at IUExtract figures; measuring
6.649 over L2WS 2020 and 6.967 over L2WS 2021. Fi-
nally, the segmentation algorithm produces more Idea
Units than the gold standard, leading to units of shorter
average length. However, the percentage of perfect

Figure 3: An example of IUExtract’s functionality. The dependency tree is explored and the arcs “nsubjpass” and 
“appos” are labelled for segmentation. The satellite of these arcs and each of their children are segmented into an IU.

L2WS 2021

#Docs #Avg Tokens # Avg IUs

Source text 1 391 49
Summaries 40 94.4 12.8

Table 1: Statistics for the L2WS 2021 dataset. The
“Avg Words” column gives the average number of
words per document, while “Avg IUs” gives the aver-
age number of IUs per document.

L2WS
2020 Test-set 2021

IUExtract Gold IUExtract Gold

#IUs 1264 1174 542 512
#Disc. IUs 74 67 33 26
AVG IU length 6.649 7.158 6.967 7.375
IU length VAR 10.59 10.27 12.06 10.73
Precision 0.800 – 0.789 –
Recall 0.868 – 0.844 –
F1 Score 0.833 – 0.815 –

Table 2: Evaluation results for the segmentation algo-
rithm.Average IU length, variance, Precision, Recall
and F1 score are all micro-averaged.

Figure 3: Alignment word-embedding 
model comparison. The x axis 
indicates the size of the window of 
predictions

We tested the alignment algorithm proposed in our previous work
(Gecchele et al., 2019) with the more recent word-embedding models.
We tested GloVe embeddings (Pennington et al., 2014), SpaCy’s
Word2Vec implementation (Honnibal and Johnson, 2015) and Sentence
BERT (Reimers Gurevych, 2019).
The results are insufficient for effective alignment, with the best model,
SBERT, sporting only 0.375 in maximum precision and 0.415 in
maximum recall.
We developed a Segmentation and Alignment Tool – SAT to facilitate
the collection of new alignment gold standard data. SAT is a website
that can be used by annotators to link Idea Units across texts in a
graphical manner. Figure 4: A screenshot of the alignment section of SAT.
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