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OUR CONTRIBUTION

* A new revision of the Ildea Unit SOURCE TEXT STUDENT SUMMARY
annotation guideline

_ Now, a product developed by a A Japanese company developed a 1. A subject and verb count as one idea unit together with (when present) a
* An ldea Unit gold standard dataset Japanese company may offer a product called Cycloclean to solve this ((]‘3 Slilr(fr‘;t object,
. ] . : prepositional phrase,
* An automatic segmentation solution. In 2005 the company, 1ssue. [...] (((cig ?f;rirzifalféiﬁeiﬁgﬁon
: Nippon Basic Co., Ltd. launched a (e) a combination of the above.
d Ig Orlth m pI'OdllCt called CYCIOCI@&II. [ ) ] 2. Subordinate clauses, full relative clauses and reduced relative clauses count as separate idea units.

3. Phrases that are set off from the sentence with commas are counted as separate idea units. We define a phrase to be “set
off”” from its sentence when they interrupt or shift the focus of the discourse.

* An online tool to facilitate
alignment data collection

_______________________________________ 3.1. Parenthetical expressions — phrases set off with parentheses, hyphens or other punctuation marks - should also be
counted as separate idea units.

SEGMENTATION

3.2. Appositives by definition are set off from the discourse and should be split into separate Idea Units.

T HE ID E q UNIT NOW, a pI'OdllCt’ ‘ A Japanes e company developed a pI'OdllCt ’ 3.3. ﬁicéze[rjl;ifatls'conjunctions that do not add meaningful information (e.g.: “However,”) are not to be split into separate

) ) L _ developed bv a Japanese compan called Cvcloclean | to solve this issue. 3.4. Citations are counted as separated idea units only when they are set off from the sentence in their entirety.
In Applied Linguistics, the Idea Unit (1U) pee oy 4 74P pany ‘ Y | |

IS a "chunk of information which i1s viewed
by the speaker/writer cohesively as it is
given surface form” (Kroll, 1977). The IU

can be used to assess students’ listening

comprehension and written recall wvia o N | | .
8. Semantically independent prepositional phrases that are long in length are counted as one Idea Unit. The limit between

sedment atiOn an d a I | nment Fl ure 1 _ — long and short prepositional phrases is left to the judgement of the researcher adopting the rule-set.

g g ( g ) ‘NOW’ d pI'OdllCt’ Al dapanesc company develop ed a pl‘OdllCt 9. Each rule is equally important. Idea Units should always be segmented to be the smallest size as possible, regardless of
_ rule order.

We expand upon our previous work developed by a Japanese company called Cycloclean jto solve this issue. 10. Word level details:

( G eCcC h e | e et 3 | - 20 ]_ 9) an d e | ease an may o ffer a solution [In 2005 ’ 10.1. Subordinating conjunctions and relative pronouns are always attached to the subordinate clause.

10.2. Punctuation is always attached to the word to the left, with the exception of open parentheses which are attached to

3.5. Temporal adverbial modifiers and prepositional phrases that relay temporal information are split into separate Idea
Units when they are located at the beginning of a sentence, even if they are not followed by a punctuation mark (e.g.:

may offer a solution. || In 2005 | “In 2015,

4. Verbs whose structure requires or allows a multiple auxiliaries are counted with all their verbal elements as one idea unit.

the company, Nippon Basic Co., Ltd. |

5. Infinitive clauses that modify a noun or adverb count as one idea unit.

called Cye]oelean . ’ 6. Other types of elements that count as idea units are
6.1. Absolutes and
6.2. Verbals that define purpose or scope — infinitives that can be prefixed by “in order to”

_______________________________________ 7. Idea Units can be discontinuous — an idea unit can be composed of segments of texts that are not directly adjacent to each
other.

ALIGNMENT

updated Idea Unit Annotation Guideline 'the company, Nippon Basic Co., Ltd. the right.

(Figure 2). called Cycloclean. Figure 2: The revision of Idea Unit annotation guidelines.
Our tests show that the new annotation

guidelines I1mprove the Inter-annotator Figure 1: An example of Idea Unit segmentation and alignment.

agreement from 0.547 to 0.785 of
Cohen's £ (Cohen, 1960).

o ®
CORPUS: L2WS 2021 AUTOMATIC SEGMENTATION ALGORITHM: IUEXTRACT
We release an Idea Unit gold standard corpus L2WS 2021 IUExtract 1s an automatic rule-based segmentation algorithm released
(L2 Written Summary). The corpus is comprised of 40 as a python package. We developed the algorithm by translating the
summaries written by 40 university students as part of a annotation guidelines into a rule-based segmentation algorithm. L2WS
course assignment. All the summaries refer to a source text We tested this algorithm against the L2WS 2020 test set and L2WS 2020 Test-set 2021
that describes a new device that can purify water without 2021 corpus. The algorithm was evaluated in terms of Precision, Recall, IUExtract Gold — IUExtract Gold
electricity. This source text is included in the corpus. f score and Perfect |U ratio. The formulas for Precision, Recall and A #IUs 1264 1174 542 512
The students were asked to read the source text (391 score are the following: #Disc. IUs 74 67 33 26
WOI’dS). and summarise its main ideas and key details in Provision — |AutoBoundariesﬂGolc{Boundaries\’ ﬁiﬁ;ﬁ?ﬁi ?66_23 Z(gj ?'29.(6)2 Z;Z
approximately 80 words. All the students speak Japanese as | AutoBoundaries| Precision 0.800 ~ 0.780 -
a first language. Recal] — 1AutoBoundaries N GoldBoundaries| Recall 0868 - 0844 -
he data is manually annotated according to the IU | GoldBoundaries| | F Score 0.833 - 0.815 -
annotation guidelines released with this paper. Fy = 2% PreC?S?O” X Reca”)
An additional dataset comprised of 80 summaries, L2WS Precision + Fecall Table 2: Evaluation results for the
2020, was also collected. However, this dataset cannot be where AutoBoundaries is the set of Idea Unit boundaries automatically ~ segmentation algorithm. Average U
shared with the public due to a lack of consent for sharing extracted by the algorithm and Gol/dBoundaries is the set of manually  length, variance, Precision, Recall and #;
from the part of the students. L2WS 2020 was used annotated segment boundaries. score are all micro-averaged.
exclusively for developing and testing the automatic nsubjpass | Rule |
segmentation algorithm IUExtract. appos | Rule 3.2 punct
L2WS 2021 B —P
punct case advmod
#Docs #Avg Tokens # Avg IUs ' v l | v \ \ l v
WORD Polly : Grace ‘s dog : was professionally trained
Source text 1 391 49
Summaries 40 94 4 128 POS PROPN PUNCT PROPN PART NOUN PUNCT AUX ADV VERB
Figure 3: An example of IUExtract’s functionality. The dependency tree is explored and the arcs “nsubjpass” and
Table 1: Statistics for the L2WS 2021 dataset. “appos” are labelled for segmentation. The satellite of these arcs and each of their children are segmented into an IU.
*— . ®
” ALIGNMENT COLLECTION PLATFORM: SAT
0.5 e P N We tested the alignment algorithm proposed in our previous work SAT 010 v Egd Marcello
" + Word2Vec (Gecchele et al., 2019) with the more recent word-embedding models. — cource i
e ~e-Glove We tested GloVe embeddings (Pennington et al., 2014), SpaCy's - : e
; Word2Vec implementation (Homnibal and Jofinson, 2015) and Sentence b RY SR
0.1 BERT (Reimers Gurevych, 2019). Sl vashing “
o The results are insufficient for effective alignment, with the best model, ::::::'minvemedncycmean" - A
0 SBERT, sporting only 0.375 in maximum precision and 0.415 in T —— e e oL forpeople
1 23456 78 910111213141516171819 20 maximum reca”. - S PSPy n UNICEF( 2016) reports
EZ Macro-averaged recall We developed a Segmentation and Alignment Tool — SAT to facilitate :Zecandﬁnk. r— e e BS D CEnUnGSrgeie
0:7 the collection of new alignment gold standard data. SAT Is a website 251 thare are stll problame due to the lack of access o safe water in 2015.
06 that can be used by annotators to link Idea Units across texts in a
0.5 graphical manner. Figure 4: A screenshot of the alignment section of SAT.
0.4 o— ®
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