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INTRODUCTION DATASET

Our corpus, MUStARD++ contains 1202 utterances all of them available both in text mode and have
their corresponding video snippets. We provide the context, speaker information, and the source TV
show for each instance. Each utterance is labeled with the presence of sarcasm, the sarcasm type,
the implicit and explicit emotions, valence, and arousal ratings (from 1-9)

e Sarcasm is a sophisticated linguistic articulation where the explicit
or surface meaning of what is said is often incongruous with the
underlying intended meaning

e Goal: Given a sarcastic utterance, we aim to find the

iIntended/implicit emotion behind the sarcastic utterance N
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understanding the intended emotion in the presence of sarcasm I Excitement
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o Contribution: We release an extended data resource, where we
have doubled an existing multimodal dataset called MUStARD. We
identified and corrected labeling errors in MUStARD and added e ol
labels for emotion, valence, arousal, and sarcasm-type. Performed (690 utterances : 345 sarcastic) ol
exhaustive experimentation to benchmark multimodal fusion Evolution of MUStARD++
models for emotion detection in sarcasm
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BACKGROUND CONCEPTS
_ . EXAMPLE METHODOLOGY
e Types of Sarcasm: There are 4 major types of sarcasm
e Propositional: Knowing the context is necessary to understand R i
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Example from MUStARD++ (context

ANNOTATION DETAILS . .
In yellow, utterance Iin red)

 Number of annotators = 7 (4 Male + 3 Female) from diverse
backgrounds
o Kappa scores for Inter-Annotator Agreement
o |AA for emotion annotation = 0.595
o |AA for valence annotation = 0.638
o |AA for arousal annotation = 0.689
 The manual annotation task pointed out the need for an emotion
class that is not covered by basic emotions thereby leading to
iIntroduction of label 'Ridicule'’

Best Feature Extraction Models: BART features for text,
MFCC, spectrogram, prosodic features for audio and
ResNET-152 features for video

Explicit Emotion = Surprise
Implicit Emotion = Ridicule
Sarcasm Type = Embedded
Valence = 4, Arousal = 8

Multi-modal fusion: Collaborative Gating (with pair-wise
attention followed by aggregation)[3]

Methods Speaker Independent Speaker Dependent Speaker Independent Speaker Dependent

P R F1 P R F1 w/o Context w Context w/o Context w Context
(Castro et al., 2019) 04.7 62.9 63.1 72.1 1.7 /1.8 T 33:;0 9 33 l;jzl 33 Zfi(l 0 | 32 310 7 32 710 6 32 sFio 6 29 910 9 30 310 8 30 fio 8 | 30 zpio 9 30 sio 9 30 gio 9
(Chauhan et al., 2020) 69.53 66.0 65.9 73.40 72.75 72.57 A 26.7+1.1 27.1+14 268+1.1 | 249+1.0 263+14 255+1.2 2434+0.8 24.7+0.6 245407 | 26.7+12 269+12 26.8+1.2
Proposed MUStARD* 72.1 72 72 74.2 74.2 74.2 \% 28.840.9 29.4+13 29+1.1 | 285+12 292+14 288+13 303414 314412 30.6+1.4 | 287408 30.08+1.1 29.1+1.0
% AMUStARD 13.69% 19.09% 19.25% 11.08% 1199% 1 2.24% T+A | 31.5%1.7 31.6+1.8 31.6£1.7 | 32.1£0.7 32.04+£0.6 32.03£0.6 29.1£1.6 292415 29.1%£1.5 | 31242  31.841.8 31.441.8
Proposed MUStARD++ 70.2 70.2 70.2 70.3 70.3 70.3 A+V 259+1.9 26.3+2 26.1+1.9 | 28.2+1.1 28.3+1.2 28.2+1.1 2074+0.6 30.6+0.9 30.14+0.7 | 25.24+1.0 25.2409 25.240.9
V4T | 31.9+0.8 32.5+0.7 322407 | 32.7+1.1 33.3+1.0 33.0+1.1 31.14+0.8 312407 31.1+0.7 | 31.840. 31.9405 31.840.6
T+A+V | 312+1 31.6+0.1 31.4+1 | 289413 29.0+1.4 28.9+1.3 30.9+0.3 30.5+04 30.7+03 | 31.64+1.5 313+13 31.5+1.4

Sarcasm detection results (weighted average) on MUStARD and MUStARD++. Proposed
MUStARD refers to the best model on MUStARD. Proposed MUStARD++ refers to the resulit
of our best model for sarcasm detection on MUStARD++

Mean, std-dev of 5 runs for Implicit Emotion Classification (Multiclass) on MUStARD++

Speaker Independent Speaker Dependent
Speaker Independent Speaker Dependent P wio ClgntEXt F1 P hd Cﬂ;tEXt F1 P wio Cl;}ntEXt F1 P s C{;;Item F1

w/o Context w Context w/o Context w Context T 38.5+0.8 392+09 38.8+0.8 | 382+1.2 388+1.3 385+1.3 38.7+0.5 39.3+05 39+0.5 | 38.9+04 39.74+0.6 39.3+0.5

P R Fi P R Fi P R F1 P R F1 A 26.4+09 28+14  27.1+1 | 27.1+1.1 28.1+13 27.6+1.2 28.1+1.1 29.3+1.0 28.6+1.1 | 28.44+0.7 31.6+1.3 29.6+0.8

Vv 25.1+0.6 25.940.6 25.5+0.6 | 24.4+0.7 249409 24.64+0.8 257+1.4 36.1+08 27.7+0.8 | 27.0+0.8 29.6+1.6 28.0+1

T 679 67.7 67.7 693 692 69.2 694 693 693|702 70 70 T+A | 389+1.1 395413 392+1.2 | 392406 39.5+0.6 39.3+0.6 39.1+0.8 39.7+0.7 39.4+0.7 | 39.1+0.5 39.5+0.7 39.340.6

A 639 635 636 | 643 64.1 64.1 653 652 652 | 650 649 649 A+V | 264414 265415 264414 | 262+1.22 263+1.6 262+1.5 27.6+£1 282412 27.941.1 | 27.8405 28404 27.94+0.4

Vv 595 504 504 60.3 60.0 60.0 61.8 61.7 61.7 61.6 61.4 61.5 V+T 38.64+0.7 39.2+0.8 38.84+0.8 | 40.5+0.7 41.2+0.7 40.840.7 39.840.1 4040.2 39.84+0.2 | 399404 403+0.6 40+0.5

T+A 68: 2 68: 6 68:7 70:2 70:2 70:2 69:.8 69.: 5 69: 5 69:2 69:1 69:1 T+A+V | 37.8+0.1 38.3+0.8 38.0+0.9 | 39.5+0.8 39.6+0.9 39.5+0.9 40+0.6 39.8+0.5 399409 | 39.7+1.3 39.4+12 395+1.2

A+V 1 65.7 654 655|675 673 6741 1649 645 645642 640 640 Mean, std-dev of 5 runs for Explicit Emotion Classification (Multiclass) on MUStARD++

V+T 682 681 681 | 679 676 676 69.1 69.0 69.0 | 694 69.1 69.1
T+A+V | 695 694 694 | 696 695 69.6 696 693 693|706 703 703

Sarcasm detection results for MUStARD++, Weighted Average

OBSERVATIONS

e |n emotion detection, all modality combinations that include text performed better since
text modality considers the actual spoken content unlike other modalities which only
focus on audio and visual features

e |n both sarcasm and emotion classification, context information improved performance
CONCLUSIONS & FUTURE WORK

e This paper presents a multimodal sarcasm dataset that can be used In
the area of sarcasm detection and emotion recognition. We double the
multimodal sarcasm dataset MUStARD[1], while adding fine-grained
Information like valence-arousal ratings and sarcasm type

e Future Work:

o Sarcasm type information can choose the right modality
combination for a given utterance for sarcasm detection and
emotion recognition.

o Using arousal and valence to investigate its effect on emotion
classification and sarcasm detection

o Use emotion labels to improve sarcasm detection
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Repository Link - https://github.com/apoorva-nunna/MUStARD _Plus_ Plus
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