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Paraphrase detection - Experimental Setup

Task: Models
asks Static embeddings: mean pooling of word2vec and ConceptNet

Paraphrase detection is the task of i Correlation: evaluate the correlation between the paraphrase Numberbat embeddings with different weighting schemas.
. analyzing two segments of text and LESPROTOCOLES rsrlmr:g:{sltyai?ltﬁ:tc:slg?lifg ;S'r:‘grg:;e;’r‘]tog’:sse"tat'on
Definition 1. determining if they have the same meaning DES SAGES DE SION d gned by : texualiod mbecngs: mean
despite the differences in structure and Juenge finfox Classification: given an input sentence from the Protocols " 8 o

wording.
It is hard to apply in real case scenarios,

marked as a paraphrase by the annotators, find the

corresponding sentence in the full text of the Dialogue book. Sentence embeddings: LASER, USE, mUSE and SBERT (cosine

. . - similarity)
@ since each lexical form has a definite
connotation. Retrieval: using the full text of both books to find how many Explicit representation: Abstract Meaning Representation graphs
paraphrases a model is able to detect (SMATCH score)

(quasi-) paraphrases, i.e., sentences or
phrases that convey approximately the

same meaning using different words - -
(Bhagat, and Hovy, 2013). Score Label Description

Definition 2.

5 Veryhigh  The two sentences are identical, or almost identical. o e T B MRy TASER. mUSE REERT
4 High The key words are kept untouched (or using 030 055 0a oz 028 057 066 059 SGavg  SGsip  camemBERT ~ BERT-M x"‘r"n"‘”‘"’ LASER. jUSE  SBERT
g very close synonyms) in the paraphrase. r| 03 054 045 0.40 0.19 058 066 060 055 054 05 0.59 055 065 063 061
. Afew words arc kept untouched, but the key words
35  Medumhigh o ve been replaced with synonyms or periphrasis. ©aun = Pearson (p) and Spearman (r) correlation for each model on the French dataset. 1apte o: AUC measure for each model on the French dataset.
g i The idea is similar but the terms and formulation
am are not obviously reused. CDMEp‘N:'iew SGsiw  BERTremr XLM -Rv.or LASER USE mUSE SBERT AMR ConceptNetsy  SGsir  BERTre.or XLM Rrepr  LASER USE mUSE SBERT AMR
I 0.51 0.35 0.64  0.56 0.62 0.50 0.62 0.59 0.61 0.61 0.63  0.65 0.63 0.52
2 Low !t can be understiod that (e ess.cnce o) b.ﬂ'h senicnces Te 0 52 0.48 0.38 U ’27 0 49 0.61  0.54 0.59 0.44
i related upon a somewhat detailed reading -
® ) i ) 1 e v Based on the context or a subjective understanding, the \uone 5: Pearson () and Spearman (r.) correlation for cach model on English texs 1avie 7. AUC measure for each model on the English dataset.
are malnly in Enghsh two sentences seem to be somewhat related.
® Area mainly constructed automatically _ —
® comprise short sentences HEE e aa— A —
N The ottty he e, Tho et s e e,
®  consist of paraphrase pairs with high word 7+ i tmsemunecu o i Lo e e e SCava SCs) camemBERT BERT-M | Gonceptiety, BT ximA
overlap I it .
: ) . ES T e et et i et ey s e ' H IJ” ” u ‘ J j ‘ ‘ |
®  have simple syntactic structures ol e g o : 0 IJ IJ 0 IJ I-J LJ I-i IJ 0 |J o IJ“ | ouJ\ I.J| I.J‘ ‘
5 moan ; P e
@ are mostly formulated as binary i odont s e de Foppostiont g srot mécontens. i
classification EN distinguished by & despotsn of such magaificent poportins as fo b e et ey 05 Nl os 05 . 05 05
e e b e despolo s ol 'y il I I I I |J I u | I | ]jl I | ‘ ‘
. . ‘ ! ‘|
o o o ol |
® do not provide retrieval tasks - o ‘ o e 0
- Wt e e of ol g 't LI LK1y _T¥emi] \-a” -1 -2 -3 -3»5 44 \ \5
e adering meanig? -
Lo e e e e oo e .
B DL e e Conclusion
Resources
Dataset Sent. length # 1 Word overlap % |
FROmEN  Dataset for qualitative evaluation
w «  Small but challenging
SemEval2017T1 8.7+ 3.34 23.8+11.8 s « We conducted the evaluation on two languages, and we plan to extend it to German, ltalian, and
SICK 9.6 + 3.69 29.2+12.1 o . ﬁpa"if:}, Aifcul 0 use the existing modes vord o5, since the iy dotect
) « Itwould be difficult to use the existing models in real-worid scenarios, since they can mainly detect
SemEval2015T2 11.5+6.38 15.0+11.8 8 g = highly similar paraphrase sentences
H . as our presented evaluation represents a real task, it is rather simplified. This is because
SemEval2016T1  14.3 +19.45 26.2+11.9 14 i 79 we already presented to the systems the two books in which the similarities actually exist. In  real
MRPC 19.7+£16.03 28.0+8.1 a " 7 case scenario instead, the search space could be broader including an extensive collection of
heterogeneous texts to search from.
PAWS 21.5+5.42 40.4 £4.7 o0 — S . i «  Apart from the contribution of providing an evaluation of sentence representations in  real-world
scenario, the more noticeable impact of this paper is to encourage the use of language technology
in different fields with social impact. We aim to highlight the need to develop more efficient . A :
Our work 23541364  103+64 ot s ses g o st oo ke o o e of https://github.com/roccotrip/protocols

misinformation.



