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SUMMARY INTRODUCTION
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METHODS

* The generative model for non-parametric topic modeling (left) ¢ .
* Weakly-supervised topic modeling is injected into ¢;
 Adistribution is placed over each hyperparameter set a W1
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r, ~ Beta(1,0) 0, ~ Dir(e;) * Avisual example of the generative model for three documents.

_ l l * The words of each document are portioned into bias from distributions in a stick break.
i ~ Dir(a) * Each stick break contains a distribution that was built from either a or w; hyperparameters.
* The hypermeters are drawn from a discrete distribution over the set {a, w;}.

RESULTS RESULTS

<> Interpretability

We examine the interpretability of our method against state-of-the-art neural topic models and competing Bayesian \g Human-evalua.te.d task ana.lysis | N | |
models. For a robust set of data, we run each topic model and create word intrusion and topic intrusion tasks from the We show the statistical analysis Of our mterpretabll.lty experlment which
output. The tasks are then placed on Amazon Mechanical Turk to be scored by human-evaluators. demonstrates for all datasets our interpretable topic modeling approach

results in better interpretability than baseline methods.
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+ Effect of Topic Intrusion

To determine the effect that the ¢ parameter has on interpretability we design an experiment that asks human evaluators to _—_—m
determine word and topic intrusions under different values of ¢£. We also seek to determine the interpretability effect when
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All models show that as ¢ increases, so does interpretability. This
demonstrates that the ¢ acts as a parameter that controls the amount
of interpretability into the topic model.
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