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Introduction

In recent years there have been considerable advances in pre-trained language models, where

non-English language versions have also been made available.

Many lightweight versions of these models (with reduced parameters) have also been released

to speed up training and inference ধmes.

These lighter models (e.g., ALBERT, DisধlBERT) for languages other than English are sধll

scarce.

We present ALBETO and DisধlBETO, which are versions of ALBERT and DisধlBERT

pre-trained exclusively on Spanish corpora.

We train several versions of ALBETO ranging from 5M to 223M parameters and one of

DisধlBETO with 67M parameters.

When evaluaধng the models in different tasks, the results show that our lightweight models

achieve compeধধve results to those of BETO (Spanish-BERT) despite having fewer

parameters.
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Data and Models

Data

The data used to train all models was the same as that used to train BETO [4], which is an

updated version of the dataset proposed by Cardellino [2]. This dataset has approximately 3

billion words which includes all Spanish Wikipedia and almost all the Spanish porধon of the

OPUS Project [14].

Spanish ALBERT (ALBETO)

ALBERT [8] is a more efficient BERT-style model in terms of parameters because it uses the

weight-ধed strategy, which means to share all parameters across layers of the model.

We introduce 5 ALBETO models: ,nyࣅ base, large, xlarge and xxlarge. These five models share

a vocabulary of 31K lowercase tokens, that was constructed using SentencePiece [7] over the

training dataset.

We trained each model using a single TPU v3-8.

Spanish DisধlBERT (DisধlBETO)

We trained the DisধlBETO model using the disধllaধon technique to transfer the knowledge

of the BETO model to this new model following the work of DisধlBERT [12]. DisধlBETO was

trained during 90k steps using a single GPU NVIDIA RTX 3090.

Models, sizes and task performance

Model Parameters Evaluaধon Average

BETO uncased 110M 77.48

BETO cased 110M 81.02

DisধlBETO 67M 73.22

ALBETO nyࣅ 5M 70.86

ALBETO base 12M 79.35

ALBETO large 18M 78.12

ALBETO xlarge 59M 80.20

ALBETO xxlarge 223M 81.34

Table 1. Comparison of different models in terms of size (number of parameters) and task performance (the

average of the results in every task).

Evaluation Tasks

We evaluated all our models on 6 tasks, which are all part of the GLUES [4] benchmark.

1. Document Classificaধon is the task of assigning an enধre document to an appropriate

category. For this task we are using the Spanish part of MLDoc corpus [13].

2. Part of Speech is a sequence labeling task that consists of tagging words in a text with their

corresponding syntacধc categories or part-of-speech. The dataset used for this task is the

Spanish subset of Universal Dependencies (v1.4) Treebank [10].

3. Named Enধty Recogniধon is a sequence labeling task, in which one tries to label enধধes in

the text with their corresponding type, which can be names of people, organizaধons, places

and miscellaneous items. For this task we are using the Spanish part of the Shared Task of

CoNLL-2002 [11].

4. Paraphrase Idenধficaধon consists of verifying whether two sentences are semanধcally

equivalent or not. We are using the Spanish porধon of PAWS-X [15] dataset.

5. Natural Language Inference is the task of determining whether a “hypothesis” is true

(entailment), false (contradicধon), or undetermined (neutral) given a “premise”. For this task we

are using the Spanish part of XNLI [5].

6. Quesধon Answering consists of, given a context and a quesধon about that context,

highlighধng the sequence of words within that context that answers the quesধon. For this

task we considered four different datasets: MLQA [9], TAR [3], XQuAD [1] and SQAC [6].

Results

In the following tables we present the results of each model in each evaluated task.

Model POS NER

BETO uncased 97.70 83.76

BETO cased 98.84 88.24

DisধlBETO 97.50 81.19

ALBETO nyࣅ 97.04 75.11

ALBETO base 98.08 83.35

ALBETO large 97.87 83.72

ALBETO xlarge 98.06 82.30

ALBETO xxlarge 98.35 84.36

Table 2. Comparison of ALBETO, DisধlBETO and

BETO models on the test set for the tasks of POS

and NER, which are sequence tagging tasks and are

evaluated using F1 score as metric.

Model MLDoc PAWS-X XNLI

BETO uncased 96.38 84.25 77.76

BETO cased 96.65 89.80 81.98

DisধlBETO 96.35 75.80 76.59

ALBETO nyࣅ 95.82 80.20 73.43

ALBETO base 96.07 87.95 79.88

ALBETO large 92.22 86.05 78.94

ALBETO xlarge 95.70 89.05 81.68

ALBETO xxlarge 96.85 89.85 82.42

Table 3. Comparison of ALBETO, DisধlBETO and

BETO models on the test set for the tasks of

MLDoc, PAWS-X and XNLI. These tasks are treated

as sentence classificaধon tasks and use the

accuracy as evaluaধon metric.

Model MLQA SQAC TAR, XQuAD

BETO uncased 64.12 / 40.83 72.22 / 53.45 74.81 / 54.62

BETO cased 67.65 / 43.38 78.65 / 60.94 77.81 / 56.97

DisধlBETO 57.97 / 35.50 64.41 / 45.34 66.97 / 46.55

ALBETO nyࣅ 51.84 / 28.28 59.28 / 39.16 66.43 / 45.71

ALBETO base 66.12 / 41.10 77.71 / 59.84 77.18 / 57.05

ALBETO large 65.56 / 40.98 76.36 / 56.54 76.72 / 56.21

ALBETO xlarge 68.26 / 43.76 78.64 / 59.26 80.15 / 59.66

ALBETO xxlarge 70.17 / 45.99 81.49 / 62.67 79.13 / 58.40

Table 4. Comparison of ALBETO, DisধlBETO and BETO models on the task of QA. We show the results of the test

set in each case. The task uses two metrics which are showed as F1 Score / Exact Match.

Conclusions

We presented DisধlBETO and five ALBETO models ,nyࣅ) base, large, xlarge, and xxlarge),

comprising six new pre-trained language models for Spanish language.

We also comprehensively evaluated each proposed model fine-tuned on a set of NLP tasks

for Spanish. Our results indicate that the proposed models are compeধধve with the current

models available for Spanish and are much more efficient in their number of parameters.

We hope this work will expand the availability of pre-trained language models based on the

Spanish language to gather a wider NLP community, including researchers, developers, and

students.

We envision several avenues of future research. First, we expect to evaluate these models

on more tasks to increase the coverage of GLUES, which is our current evaluaধon

benchmark [4]. Also, we also want to further analyze the fine-tuning and inference speed

of these models. Finally, we plan to release more disধlled models fine-tuned explicitly for

many NLP tasks.
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