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General Context & Motivation

Introduction
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Main Idea: knowledge acquired on a first task can be successfully
 transferred to other tasks, improving final performance

● Some Important Milestones
○ ULMFiT (Howard et Ruder, 2018)

⇒ re-adapt a Language Model to multiple NLP tasks

○ ELMo (Peters et al., 2018)
⇒ Contextualized Embeddings from a Language Model + feature extraction

○ BERT (Devlin et al., 2018)
⇒ end-to-end fine-tuning, Transformer-based, improved performance

Transfer Learning Introduction
General Context & Motivation

3/25

Technical domains (e.g. medical domain) that often have specific 
vocabularies, writing styles, etc. Require specialized models.

● BERT in Specialized Domains
○ Off-the-shelf pre-trained models (often, general-domain)

○ Adapted by re-training on specialized corpora (e.g. biomedical literature)

○ Keep the original vocabulary (often, general-domain)

   ⇒ Possible mismatch with target domain

Specialized Domains Introduction
General Context & Motivation
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⇒

Objective: analyze the impact of using general-domain
WordPieces w/ BERT in specialized domains

● Proposed Approach

○ Given BERT’s original general-domain WordPieces
○ Given a specialized corpus in the target domain

⇒ Learn specialized WordPieces
→ Compare against BERT’s original WordPieces

⇒ Train BERT from scratch using the specialized WordPieces
→ Compare against a model re-trained on specialized texts

Methodology Introduction
General Context & Motivation
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BERT & the WordPieces
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Effect on the Tokenization

How Does BERT Tokenize? BERT & the WordPieces
Effect on the Tokenization

7/25

BERT’s tokenization system (simple + WordPiece tokenization)

● A simple tokenization (e.g. handling punctuation)

● A WordPiece tokenization (i.e. handling Out-Of-Vocabulary tokens)

Hello, my name’s Hicham. Hello , my name ’ s Hicham .

Hello, my name’s Hicham. Hello , my name ’ s Hic .##ham

→

→

● We use the default general-domain WordPieces from BERT(base-uncased)

→ training corpora: English Wikipedia + BooksCorpus

● We also train a set of medical-domain WordPieces
→ training corpora: MIMIC-III + PMC OA abstracts

Experimental Setup

Medical corpora used for learning WordPiece units
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BERT & the WordPieces
Effect on the Tokenization

● We run WordPiece tokenization on specialized texts… 

Results: Number of Splits
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BERT & the WordPieces
Effect on the Tokenization

● …as well as on a few specialized terms from the medical domain

⇒ The medical vocabulary splits these tokens into fewer WordPieces

⇒The resulting WordPieces also seem to be more meaningful* 

Results: Quality of Splits

Tokenization of specialized terms using WordPiece vocabularies from different domains
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BERT & the WordPieces
Effect on the Tokenization

BERT & the WordPieces
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Effect on Downstream Performance

● Comparison of two different scenarios

○ Training a model from scratch using specialized WordPieces

○ Re-training a model from a general-domain checkpoint
⇒ i.e. inheriting the general WordPiece vocabulary

NOTE:  for a fair comparison of all models, we train all of them
  ourselves (including general BERT) under the exact same conditions 

Experimental Setup
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BERT & the WordPieces
Effect on Downstream Performance

● We use the following corpora for pretraining

⇒ For general BERT, we replace BooksCorpus with OpenWebText

Experimental Setup

Statistics for the used pre-training corpora
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BERT & the WordPieces
Effect on Downstream Performance

○ (V = general, C1 = general, C2 = ∅)
Trained on a general corpus using a general vocabulary (equiv. BERT)

○ (V = general, C1 = general, C2 = medical)
Same as before, plus re-training on a medical corpus

○ (V = medical, C1 = medical, C2 = ∅)
Trained from scratch on a medical corpus using a medical vocabulary

○ (V = medical, C1 = medical, C2 = medical)
Same as before, plus re-training on a medical corpus

Training from Scratch

Re-training on a Specialized Corpus

Experimental Setup
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BERT & the WordPieces
Effect on Downstream Performance

● We train the following configurations ● And evaluate on various downstream tasks, namely

Downstream Tasks
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BERT & the WordPieces
Effect on Downstream Performance

Number of examples: ~28,000 training / ~45,000 test

i2b2 2010 Clinical Concept Extraction (sequence labeling)

● And evaluate on various downstream tasks, namely

Downstream Tasks
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BERT & the WordPieces
Effect on Downstream Performance

Number of examples: ~12,000 training / ~1,000 test

MedNLI Clinical Natural Language Inference (pair classification)

● And evaluate on various downstream tasks, namely

Downstream Tasks
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BERT & the WordPieces
Effect on Downstream Performance

Number of examples: | DDI ~4,000/1,000 | ChemProt ~6,500/3,500 | 

DDI & ChemProt Biomedical Relation Extraction (text classification)

Evaluation Method

● We use the following approach

○ Multiple seeds: 10 different seeds for each fine-tuning

○ Model selection: epoch w/ best performance on a on dev. set

○ Final scores: compute mean +/- std using the 10 different seeds

● External baselines

○ BERT: original general-domain model (bert-base-uncased)

○ BlueBERT: a medical version of BERT (clinical + biomedical)
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BERT & the WordPieces
Effect on Downstream Performance Experiment Results

● Pre-training Sanity Check
We are able to reach relatively similar 
performance with our own general BERT

● General BERT < Medical BERT
The general-domain versions of BERT
(G, G, ∅) & original BERT perform worse than 
versions trained on medical corpora

● Is Training from Scratch Really Better?
While the fully medical model (M, M, M) is 
the overall best configuration, the difference 
with the retrained model (G, G, M) is not 
large enough to warrant the additional 
training & computational cost
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BERT & the WordPieces
Effect on Downstream Performance

Conclusion
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Main Takeaways

● Mismatch when using General WordPieces in Specialized Domains
⇒ unknown words are split into many subwords
⇒ resulting WordPieces are less meaningful

● Training from scratch using a specialized vocabulary/corpus
⇒ overall better than re-training from general BERT
⇒ may not be worth the additional pre-training cost

● Limitations: experiments conducted for a single domain & language
and missing experiments (V=medical, C1=general, C2= • )

Findings & Limitations
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Conclusion
Main Takeaways


