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Introduction

General Context & Motivation

Introduction

Transfer Learning

Introduction

Specialized Domains

Main Idea: knowledge acquired on a first task can be successfully

transferred to other tasks, improving final perform:

Technical domains (e.g. me

-al domain) that often have specific
vocabularies, writing styles,

tc. Require specialized rr
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= end-to-end fine-tuning, Transformer-based, improved performance
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BERT in Specialized Domains
o Off-the-shelf pre-trained models (often, general-domain)

o Adapted by re

ining on specialized corpora (e.q. biomedical lterature)

o Keepthe o ¥ (often, general-domain)

= Possible mismatch with target domain &=

noducton

Methodology
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o Proposed Approach

o

Given BERT's original general-domain WordPieces
Given a specialized corpus in the target domain

= Learn specialized WordPieces
— Compare against BERT' original WordPieces

= Train BERT from scratch using the specialized WordPieces
—» Compare against a model r 1 on specialized texts

BERT & the WordPieces

Effect on the Tokenization

BERT & the WordPieces

Effect on Downstream Performance

SERT & the WordPices

Downstream Tasks

And evaluate on various downstream tasks, namely

How Does BERT Tokenize?

BERT & the WordPieces

BERT's tokenization system (simple + WordPiece tokenization)

o Asimple tokenization (e.g. handling punctuation)

{ Hello, my name’s Hicham. | — | Hel

my

» A WordPiece tokenization (i.e. handling Out-Of-Vocabulary tokens)

{ Hello, my namet

Hicham. | — [ Fielo . my [ name § e wiham |
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Experimental Setup

Comparison of two different scenarios
o Training a model from scratch using specialized WordPieces

o Retraining a model from a general-domain checkpoint
= i.e. Inheriting the general WordPiece vocabulary

NOTE: for a fair comparison of all models, we train all of them
ourselves (including general BERT) under the exact same conditions

BERT & the WordPaces

Downstream Tasks

And evaluate on various downstream tasks, namely

MedNLI Clinical Natural Language Inference (vair classification)

Seotance 1L avie 5 o o o) e 2.4

Sentance 2. o

Number of examples: ~12000 training / ~1,000 test

DDI & ChemProt Biomedical Relation Extraction (text clas:

ification)

Chemprot

Number of examples: | DDI ~4,000/1,000 | ChemProt ~6,500/3,500

BERT & the WordPisces

Experiment Results
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Experiment Results
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BERT & the WordPieces

Experimental Setup

We use the default general-domain WordPieces from BERT,
— training corpora: English Wikipedia + BooksCorpus

We also train a set of medical nain WordPieces
— training corpora: MIMIC-IIl + PMC OA abstracts

of words

of document:

Domain Corpora
MIMIC-TIT
PMC OA

0.5 billion
0.5 billion

R 4.17 million
Medical bstracts 4.65 million

Medicalcorpora used for earning WordPiece unit
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Experimental Setup
© We use the following corpora for pretraining

Domain pora # of documents # of wor
214 mnm.

5 million 12

WIKIPEDIA ( 11.9 million

ol OpENWEBT!

MIM] 417 million 0.5 billion

abstracts 465 million 0.5 billion

Statistis for the used pre-training corpora

= For general BERT, we replace BooksCorpus with OpenWeb

Evaluation Method o ST e Mo

o We use the following approach
o Multiple seeds: 10 different seeds for each fine-tuning
o Model selection: epoch w/ best performance ona on dev. set

o Final scores: compute mean +/- std using the 10 different seeds

External baselines

o BERT: original genef
o BIueBERT: a me

domain model (bert-base-uncased)

version of BERT (clinical + biomedical)
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Experiment Results
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BERT & the WordPieces

Results: Number of Splits

© We run WordPiece tokenization on specialized texts,
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Experimental Setup

® Wetrain the following configurations
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BERT & the WordPices

Results: Quality of Splits

e _.as well as on a few specialized terms from the medical domain

M okenization

[ paracetamol | [ para, ce, tam, o |
| choledoch, olithiasis | [ cho, led, och, oli, thi, asi, s
or, yg, mi | [ bo, b, i

chole

ferms using WordPiece voc

= The medical vocabulary splits these tokens into f

=The resulting WordPieces also seem to be more meaningful*

Downstream Tasks
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o And evaluate on various downstream tasks, namely

i2b2 2010 Clinical Concept Extraction (se

d only witn

Clincal Concept Types

Number of examples: ~28000 training / ~45,000 test

& he Wordpiaces
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Experiment Results
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Findings & Limitations ks

Mismatch when using General WordPieces in Specialized Domains
= unknown words are split into many subwords
= resulting WordPieces are less meaningful

Training from scratch using a specialized vocabulary/corpus
= overal better than re-training from general BERT
= may not be worth the additional pre-training cost

Limitations: experiments conducted for a single domain & lang
and missing experiments (V=medical, C1=general, C2=-)




