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MeSHup CORPUS

• Existing corpora only provide the title and abstract, while human annotators review the full text articles. 
• Previous work focused on text information but are less concerned with metadata. 

MOTIVATIONS

• MEDLINE
• Core database, contains more than 28 million references to a specific set of journals in biomedical 

science. 
• PubMed
• A free access search engine for abstracting and indexing biomedical citations.
• Comprises more than 33 million citations for biomedical literature from MEDLINE (as of Apr. 2022).
• Links to articles from publisher’s websites and PubMed Central.

• PubMed Central (PMC)
• Full-text archive for biomedical and life sciences journal articles.
• 7.9 million articles are archived in PMC

• Data resources 
• PubMed Central Open Access in BioC format (BioC-PMC)
• MEDLINE / PubMed Annual Baseline Repository (MBR)

• Constrains
• Articles indexed by human annotators only
• English articles only

• Information extracted from BioC-PMC
• Eight BioC sections are selected to construct the new corpus: title, abstract,

introduction, methods, results, discussion, figure captions, and table captions.
• Information extracted from MBR
• Metadata: PMID, authors, journal name, publication year, DOI, MeSH terms, supply 

MeSH, and chemical list. 

DATA SAMPLE

CONTRIBUTIONS

• Contains a set of 1, 342, 667 biomedical documents.
• Each article has full textual information and metadata associated with it. 

• We release a large-scale annotated MeSH indexing corpus, MeSHup.
• We train an end-to-end multichannel model that incorporates different sections of the 

full text article to show that full texts are more informative in the MeSH indexing tasks 
compared to the titles and abstracts only 


